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ABSTRACT

CTR prediction has been widely used in the real world. Many meth-
ods model feature interaction to improve their performance. How-
ever, most methods only learn a fixed representation for each feature
without considering the varying importance of each feature un-
der different contexts, resulting in inferior performance. Recently,
several methods tried to learn vector-level weights for feature rep-
resentations to address the fixed representation issue. However,
they only produce linear transformations to refine the fixed feature
representations, which are still not flexible enough to capture the
varying importance of each feature under different contexts. In this
paper, we propose a novel module named Feature Refinement Net-
work (FRNet), which learns context-aware feature representations
at bit-level for each feature in different contexts. FRNet consists of
two key components: 1) Information Extraction Unit (IEU), which
captures contextual information and cross-feature relationships to
guide context-aware feature refinement; and 2) Complementary
Selection Gate (CSGate), which adaptively integrates the original
and complementary feature representations learned in IEU with
bit-level weights. Notably, FRNet is orthogonal to existing CTR
methods and thus can be applied in many existing methods to boost
their performance. Comprehensive experiments are conducted to
verify the effectiveness, efficiency, and compatibility of FRNet.
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1 INTRODUCTION

Click-through rate (CTR) prediction aims to estimate the probabil-
ity of user clicking items, which has been widely used in Internet
companies [32] and E-commerce platforms [44]. Accurate CTR
prediction can deliver enormous business value and meanwhile
improve users’ satisfaction [4, 44], and thus has drawn increasing
attention from the research community. Recently, many methods
achieved huge success by modelling feature interactions to en-
rich feature representations [3, 20, 35, 42, 43]. Following recent
works [1, 33], we categorize CTR prediction methods into two
types: (1) traditional methods, such as factorization machines (FM)
based methods [15, 21, 39], aim to model low-order cross-feature in-
teractions; (2) deep learning-based methods, such as xDeepFM [19],
Autolnt [28], and DCN-V2 [32], further enhance the accuracy of
CTR prediction by capturing high-order feature interactions.
Although existing feature interaction techniques have helped
achieve better performance, they still suffer from an intrinsic issue:
most of these methods only learn a fixed representation for each
feature without considering the varying importance of each fea-
ture under different contexts. For example, consider the following
two instances: {female, white, computer, workday} and {female, red,
lipstick, workday], the feature “female” should have different rep-
resentations based on its different influence in different instances
when we make predictions for users. Such different feature repre-
sentations of the same feature among different instances are called
context-aware feature representations in this paper. Few CTR pre-
diction methods [14, 21, 39] have attempted to learn vector-level
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weights for feature representations to address the fixed feature
representation issue. However, it is unreasonable that these mod-
els only produce linear transformations to refine the fixed feature
representations, which are still not flexible enough to capture the
varying importance of each feature under different contexts.

Self-attention mechanism has been used in CTR prediction meth-
ods [17, 21, 28], which mainly learns the cross-feature relationships
among all relevant feature pairs. However, self-attention uses nor-
malized weights to capture the relative importance of features
within the same instance, thus ignoring feature importance dif-
ferences across multiple instances. Consider the following two
instances: {female, red, lipstick, workday} and {female, red, lipstick,
weekend]}, where self-attention can only learn very similar represen-
tations for the feature “female” because the features “weekend” and
“workday” may have very small attention scores with “female” com-
pared with “red” and “lipstick”. However, the behaviors/interests
of “female” users may still significantly change from “workday” to
“weekend” across the two instances. Therefore, as shown later in
our case study, an ideal feature refinement module should iden-
tify the important cross-instance contextual information and learn
significantly different representations under different contexts.

To address the above issues, we propose a novel module named
Feature Refinement Network (FRNet) to learn context-aware
feature representations. As shown in Figure 1, FRNet consists of
two key components: (1) Information Extraction Unit (IEU), which
can capture contextual information and cross-feature relationships
to guide context-aware feature refinement; (2) Complementary Se-
lection Gate (CSGate), which can adaptively integrate the original
and complementary feature representations with bit-level weights
to achieve context-aware feature representation learning. In IEU,
we design a task-orient contextual information extractor (CIE) to
encode contextual information within each instance and employ a
self-attention unit to capture the cross-feature relationships. More-
over, we design two independent IEUs in FRNet: the first IEU learns
bit-level weights to select important information from the original
feature representations and the second IEU generates complemen-
tary feature representations to compensate for unselected original
features. In CSGate, we design a novel gating mechanism to produce
the final context-aware feature representations by integrating the
original and the complementary feature representations with bit-
level weights. As shown in Figure 1, FRNet is orthogonal to existing
CTR prediction methods and thus can be applied in many existing
methods in a plug-and-play fashion to boost their performance.

The major contributions of this paper are summarized as follows:

e We propose a novel module named FRNet, which is the
first work to learn context-aware feature representations by
integrating the original and complementary feature repre-
sentations with bit-level weights.

e FRNet can be regarded as a fundamental building block to be
applied in many CTR prediction methods to improve their
performance.

e Experimental results on four real-world datasets show that
simply integrating FRNet into FM [26] can outperform the
state-of-the-art CTR prediction methods. Furthermore, our
experiments also confirm FRNet’s compatibility with many
existing CTR prediction methods.
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Figure 1: General paradigm of applying the proposed Fea-
ture Refinement Network in CTR prediction methods.

2 RELATED WORK

Many CTR prediction methods have achieved huge success by
modeling feature interactions to enrich feature representations. Fol-
lowing recent works [3, 22], we categorize CTR prediction methods
into two types: traditional methods [15, 21, 23, 26, 39] and deep
learning-based methods [2, 3, 7, 19, 28, 32, 41, 43]. FM [26] is one of
the widely used traditional CTR prediction methods. Due to its effec-
tiveness, many works have been proposed based on it [15, 21, 23, 39].
However, these methods cannot capture high-order feature inter-
actions. To address this issue, many deep learning-based meth-
ods were proposed to capture more complex feature interactions.
Wide&Deep (WDL) [2] jointly trains the wide linear unit and Multi-
layer Perception (MLP) to combine the benefits of memorization
and generalization. DeepFM [7] replaces the wide part of WDL
with FM to alleviate manual efforts in feature engineering. Based
on DeepFM, xDeepFM [19] design a novel Compressed Interaction
Network (CIN) to model high-order feature interactions explic-
itly. AutolInt [28] uses stacked multi-head self-attention layers to
model the feature interactions. Besides modeling feature interac-
tions, XcrossNet [38] and AutoDis [6] design various structures to
learn feature embedding for numerical features. Intuitively, each
feature should have different representations based on its varying
roles in different instances when we make predictions. However,
the above methods only learn a fixed representation for each fea-
ture without considering the varying importance of each feature
under different contexts, resulting in inferior performance.

Several recent CTR prediction methods [14, 21, 39] attempted to
learn vector-level weights for feature representations to address the
fixed feature representation issue. IFM [39] and DIFM [21] propose
Factor Estimating Network (FEN) and Dual-FEN to improve FM
by learning vector-level weights for different feature representa-
tions. Similarly, FiBINET [14] uses Squeeze-and-Excitation network
(SENET) [12] to extract informative features by reweighing the
original features. However, only assigning vector-level weights to
the same feature in different instances causes the learned repre-
sentations of the same feature to have strictly linear relationships.
However, it is unreasonable to only produce linear transformations
to refine the fixed feature representations, because they are not
flexible enough to capture the varying importance of each feature
under different contexts. Recently, EGate [13] applied an indepen-
dent MLP for each feature to learn bit-level weights. Nevertheless,
the representations of the same features are still fixed, as it only
transforms the representation space.



Table 1: The connection and difference between FRNet and
similar module. ¢/ |X means totally|not met, respectively.

Module (Model) Granularity ~Context-Aware Nonlinear
FEN (IFM[39]) Vector 4 X
Dual-FEN (DIFM [21]) Vector v X
SENET (FiBiNET [14]) Vector v X
EGate (GateNet [13]) Bit X X
FRNet-Vec (Ours) Vector 4 4
FRNet (Ours) Bit 4 v

As summarized in Table 1, our method is related to but funda-
mentally different from existing methods because we learn both
bit-level weights applied in original feature embedding and comple-
mentary features to ensure that FRNet can generate more flexible
nonlinear context-aware feature representations.

3 PRELIMINARIES

CTR prediction is a binary classification task on sparse multi-field
categorical data [14, 24, 38]. Suppose there are f different fields and
n features, each field may contain multiple features but each feature
only belongs to one field. Each instance for CTR prediction can
be represented by {x;, y;}, where x; is a sparse high-dimensional
vector represented by one-hot encoding and y; € {0, 1} (click or
not) is the true label, e.g.,

xi= (0,.,1,0) (1,...0,0) .. (1,0). (1)

—_— —_—
Item=Computer Color=White Gender=Female

CTR prediction models aim to approximate the probability P(y;|x;)
for each instance. According to [33, 34], most recent CTR prediction
methods follow the design paradigm below (as shown in Figure 1):

Embedding layer. It transforms the sparse high-dimensional
features x; into a dense low-dimensional embedding matrix E =
[vi;ve; ...;vf] € R4 where d is the dimension size of each field.
Each feature has a fixed-length representation v;.

Feature interaction layer.In CTR prediction methods, the most
critical design is the feature interaction layer, which uses various
types of interaction operations to capture arbitrary-order feature
interactions, such as MLP [2, 7], Cross Network [31, 32] and trans-
former layer [17, 28], etc. The output of feature interaction layer is
a compact representation q; based on embedding matrix E.

Prediction layer. Finally, a prediction layer (usually a linear
regression or MLP module) produces the final prediction probability
o(i) € (0,1) based on the representations q;, where o(x) = 1/(1+
exp(—x)) is the sigmoid function. And, a common loss function for
CTR prediction tasks is the cross entropy loss as follows:

loss = =& 3N yilog (o (§:) + (1 - yi) log (1 - o (1)),  (2)

where N is total number of training instances.

4 FEATURE REFINEMENT NETWORK

In this section, we introduce the details of FRNet. As depicted in
Figure 2 (a), FRNet contains two key components:
o Information Extraction Unit (IEU), which can capture con-
textual information and cross-feature relationships to guide
context-aware feature refinement.

o Complementary Selection Gate (CSGate), which can adap-
tively integrate the original and complementary feature rep-
resentations with bit-level weights to achieve context-aware
feature representation learning.

4.1 Information Extraction Unit (IEU)

IEU consists of three essential components: 1) the Self-Attention
unit, which is deployed to capture explicit cross-feature relation-
ships among co-occurring features; 2) Contextual Information Ex-
tractor (CIE), which aims to encode the contextual information
under different contexts; and 3) Integration unit, which integrates
the information from the Self-Attention unit and CIE. In addition,
we use two IEUs for two purposes: IEUyy learns bit-level weights,
and IEUg produces complementary feature representations.

4.1.1  Self-Attention unit. We adopt self-attention [30] to identify
the most relevant features to each specific feature in instances. For
instance, in {female, red, lipstick, workday}, the most relevant fea-
tures to “female” are “red” and “lipstick”. The self-attention module
first calculates importance among all feature pairs and generates
new representations by computing the weighted sum of relevant
features. To achieve higher efficiency, we simplify the structure of
self-attention as depicted in Figure 2 (b). More detailed, we first
map the input matrix E into three different matrices:

0,K,V=EW2 EWK EW", (3)

where W2, WK WV ¢ R9%dk are transformation matrices, and dj.
is the attention size. Then, we obtain the attention matrix on Value
(V) by applying the dot product of Query (Q) and Key (K) with a
Softmax function as follows:

Attention(Q,K, V) = SoftMax(QK")V € RF ¥ 4)

Finally, we transform the dimension of output matrix to be the
same as the input by a projection matrix WY € RY%>d The output
(Ovec) of the self-attention module can be summarized as follows:

Ovyec = Attention(Q, KV)WP e RM4. 5)

The self-attention mechanism can achieve partially context-aware
feature representation learning by capturing the cross-feature rela-
tionships among all feature pairs to refine the feature representa-
tion under different contexts. However, self-attention only utilizes
partial contextual information represented by pair-wise feature in-
teractions and thus fails to utilize complete contextual information
to guide feature refinement. In other words, self-attention yields
similar feature representations for the same features in different
instances, as shown in our studies (Section 5.7).

4.1.2  Contextual Information Extractor. The contextual informa-
tion in each instance is implicitly contained in all features. Hence,
we need to ensure that all features contribute to the contextual
information in each instance. Since the contextual information is
usually not very complicated, MLP is a simple yet effective choice
to extract contextual information as shown in the experiments
(Section 5.4). In detail, we first concatenate the original feature
representations into E¢op as the input.
Then, each layer of the MLP is obtained as follows:

hy,; = PReLU(Wjh; + b)), (6)
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where h; € R™ hy,; € R™# are the [-th and (! + 1)-th hidden
layer, and hg = Econ € RIX(fxd) W, € R"+1%M b, are the learn-
able parameters for the I-th deep layer. PReLU(-) is the PReLU [8]
function. In the last hidden layer, we project the dimension of con-
textual information vector to d (the dimension of embedding size),
and compute the contextual information vector Oy as follows:

Opit = PReLU(Wphy +by) € R4 )

where Wy € R"-1 b are the parameters of the last layer. Since
Op;; compresses all information from E¢op, it can represent the
contextual information within the specific instance. Intuitively,
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(a) Element-wise product
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Figure 3: The operations to integrate the outputs of self-

attention and CIE units.

4.2 Complementary Selection Gate (CSGate)

contextual information Oy is unique for each instance, as different

instances contain different features.

4.1.3

Integration unit. After obtaining the contextual information

Oyit, we directly use Oy to weigh the feature representation Oyec.
As illustrated in Figure 3 (a), it is calculated as follows:

In CSGate, we design a novel gate mechanism to control informa-
tion flow and select important information from the original and
complementary features with bit-level weights. As shown in Figure
2 (a), CSGate has three different inputs from three channels: 1)
complementary feature representations Eg; 2) weight matrix Wi l;
and 3) original feature representations E. The output of CSGate is
the context-aware feature representation:

O1gu = Oyec © Opy; € R X9, (8)

© is the element-wise product. Oyec is the feature representation
from self-attention module which captures cross-feature relation-
ships, and Op;; enables each feature representation to be aware of
the contextual information. Equation 8 ensures each feature can
have significantly different representations in different instances.
As shown in Figure 2 (a), we deploy two independent IEUs: (1)
IEUyy learns bit-level weights; (2) I[EUg produces complementary
features. Specifically, their outputs are represented as follows:

©

We will present more details of Equation 9 in the next subsection.

Eg = IEUG(E) € R4, W}, = IEUy (E) € R/*?,

E;= E0o(Wp)
———
Selected features

+ Ego(1-0(Wy) ,
—————
Complementary features

(10)

where o(-) is the sigmoid function. E; € R/*4 has the same dimen-
sions as E. Specifically, Equation (10) contains two parts of features:
selected features and complementary features. Those two parts are
connected by the selection gate o(Wyp).

Selected Features are the selected important information from
original feature representations at bit-level. Specifically, each el-
ement in 0(Wp) measures the importance of the corresponding

! Although (W) is the real weight matrix, we also call Wy, as weight matrix for the
sake of convenience. Similarly, we also call Eg as complementary features.



element in the original feature representation E, where the proba-
bility of selecting the specific element is between 0 and 1. Thus, we
can learn nonlinear context-aware feature representations. Com-
pared with previous works [14, 21, 39], the learned weight matrix
0(Wp,) have two advantages: 1) it contains cross-feature relation-
ships and contextual information simultaneously, which enables to
learn context-aware representations for the same feature in differ-
ent instances; and 2) introducing the bit-level weights to the original
feature representations can achieve more flexible and fine-grained
feature refinement than previous linear transformations.

Complementary Features are the complementary information
that aims to further enhance the expressive capacity of context-
aware feature representations. Existing methods [14, 21, 39] only
assign weights to original features without considering the unse-
lected information. However, we believe the unselected features
may still help CTR prediction in a different way. Hence, we propose
to leverage Eg with its weight 1 — 0(Wy,) as the other part of the
final context-ware feature representations. In particular, the gate
0(Wyp,) achieves adaptive balance between the selected features and
complementary features in bit level.

In summary, FRNet generates context-aware feature representa-
tion by three steps: 1) generating complementary feature represen-
tations using IEUg; 2) calculating bit-level weight matrix by IEUyy;
and 3) leveraging the CSGate to generate context-aware feature
interactions by integrating original features representations and
complementary feature representations by bit-level weights.

5 EXPERIMENTS
5.1 Experimental Setup

5.1.1 Datasets. We conduct experiments on four popular datasets:

Criteo? is the most well-known industrial benchmark dataset
for CTR prediction, which includes 26 anonymous categorical fields
and 13 numerical fields. We discretize numerical features and trans-
form them into categorical features by log transformation®. And
following [37], we use the last 5 million records for testing. Mean-
while, we remove the features appeared less than 10 times and treat
them as a dummy feature “(unknown)”.

Malware? is published in the Microsoft Malware prediction,
which contains 81 different fields. This task can be transformed as
a binary classification problem like a CTR prediction task [33].

Frappe® contains app usage logs from users under different
contexts (e.g., daytime, location). The target value indicates whether
the user has used the app under the context [36].

MovieLens® contains user tagging records on movies. Each
instance contains three fields: user ID, movie ID, tag. The targeted
value denotes whether a user has assigned a tag to a movie [36].

The statistics of these four datasets are summarized in Table 2.

5.1.2  Evaluation Metrics. To evaluate the performance of CTR
prediction methods, we adopt AUC (Area under the ROC curve) and
Logloss (binary cross-entropy loss) as the evaluation metrics [1, 33].
Note that slightly higher AUC or lower Logloss, e.g., at 0.001 level,

Zhttps://www.kaggle.com/c/criteo-display-ad-challenge
Shttps://www.csie.ntu.edu.tw/~r01922136/kaggle-2014-criteo.pdf
https://www.kaggle.com/c/microsoft-malware-prediction
Shttps://www.baltrunas.info/context-aware/frappe
Shttps://grouplens.org/datasets/movielens/

Table 2: Statistics of four datasets used in this paper.

Datasets | Positive #Training #Validation #Testing #Fields #Features
Criteo 26% 35,840,617 5,000,000 5,000,000 39 1,086,810
Malware 50% 7,137,187 892,148 892,148 81 976,208
Frappe 33% 202,027 57,722 28,860 10 5,382
MovieLens | 33% 1,404,801 401,372 200,686 3 90,445

can be regarded as significant improvement in CTR prediction
tasks [1, 2, 14, 18, 19, 22, 32].

5.1.3 Compared Models. We apply FRNet into FM [26], which is
called FMpRrNer. We compare FMprNe; With three types of meth-
ods: 1) FM-based methods, which capture second- or higher-order
feature interactions, including FM [26], IFM [39], DIFM [21]; 2)
deep learning-based methods, which model high-order feature in-
teractions, including NFM [10], IPNN [25], OPNN [25], CIN [19],
FINT [43]; and 3) ensemble methods, which adopt multi-tower
feature interaction structures to integrate different types of meth-
ods, including WDL [2], DCN [31], DeepFM (7], xDeepFM [19],
FiBiNET [14], AutoInt+ [28], AFN+ [3], NON [22], TENET [35],
FED [42], and DCN-V2 [32]. We do not present the results of classi-
cal methods, including LR [27], GBDT [11], CCPM [5], FFM [15],
AFM [36], FWFM [23], CrossNet [31], FNN [40], because more
recent methods (e.g., AFN+ [3], FiBiNET [14], DCN-V2 [32]) have
outperformed these methods in their experiments.

To demonstrate the effectiveness of the bit-level weights in FR-
Net, we design a variant of FRNet named FRNet-Vec, where FRNet-
Vec only learns the vector-level weights in IEU and keep the other
parts the same as FRNet. As shown in Figure 3 (b), the weight matrix
W, in FRNet-Vec is calculated by:

W, = Oyec ® Of, € RF. (1)

Each element in 0(W,) measures the importance of each feature
representations in original embedding E € Rf*¥¢,

5.1.4 Implementation Details. We implement our method with
Pytorch’. All models are learned by optimizing the Cross-Entropy
loss with Adam [16] optimizer. We implement the Reduce-LR-On-
Plateau scheduler during the training process to reduce the learning
rate by a factor of 10, when the given metric stops improving in
four consecutive epochs. The default learning rate is 0.001. We use
early stop to avoid overfitting when the AUC on the validation set
stops improving. The mini-batch size is set to 4096. The embedding
size is 10 for Criteo and Malware and 20 for Frappe and MovieLens,
respectively. Following previous works [3, 7, 14, 28], we employ
the same neural structure (i.e., 3 layers, 400-400-400) for the models
that involve MLP for a fair comparison. All activation functions are
ReLU unless otherwise specified, and the dropout rate is set to 0.5.
In FRNet, the dimension of MLP in the CIE is set to 128. For other
methods, we take the optimal settings from the original papers.

To ensure fair comparison, we run all experiments five times by
changing random seeds and report the averaged results. We observe
that all the standard deviations of our method are in the order of
1e-4, indicating that our results are very stable. We further perform
two-tailed t-test to verify the statistical significance in comparisons
between our method and the best baseline methods.

"The code is available here: https://github.com/frnetnetwork/frnet
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Table 3: Overall accuracy comparison in the four datasets. Ayyc and Ap,g0ss are calculated to indicate averaged performance

boost compared with the best baseline (DCN-V2) over the four datasets. Two tailed t-test: x : p < 1072, %% : p < 1074,

Model Datasets Criteo Malware Frappe MovieLens Aauc  DLogloss
Class Model AUC Logloss AUC Logloss AUC Logloss AUC Logloss T
M 0.8028 0.4514 0.7309 0.6052 0.9708 0.1934 0.9391 0.2856 -1.13%  +0.0167
Second-Order IFM 0.8066 0.4470 0.7389 0.5969 0.9765 0.1896 0.9471 0.2853 -0.39% +0.0125
DIFM 0.8085 0.4457 0.7397 0.5954 0.9788 0.1860 0.9490 0.2459 -0.19%  +0.0011
NFM 0.8057 0.4483 0.7352 0.5988 0.9746 0.1915 0.9437 0.2945 -0.68% +0.0161
IPNN 0.8088 0.4454 0.7404 0.5945 0.9791 0.1759 0.9490 0.2785 -0.15%  +0.0064
High-Order OPNN 0.8096 0.4446 0.7408 0.5840 0.9795 0.1805 0.9497 0.2704 -0.08%  +0.0027
CIN 0.8082 0.4459 0.7395 0.5967 0.9776 0.2010 0.9483 0.2808 -0.26%  +0.0139
FINT 0.8090 0.4452 0.7402 0.5953 0.9791 0.1921 0.9498 0.2674 -0.13%  +0.0078
WDL 0.8068 0.4474 0.7392 0.5982 0.9776 0.1895 0.9403 0.3045 -0.52%  +0.0177
DCN 0.8091 0.4452 0.7403 0.5944 0.9789 0.1814 0.9458 0.2685 -0.23%  +0.0052
FiBiNET 0.8093 0.4450 0.7405 0.5942 0.9787 0.1867 0.9471 0.2630 -0.19%  +0.0050
DeepFM 0.8084 0.4458 0.7402 0.5944 0.9789 0.1770 0.9465 0.3079 -0.24%  +0.0141
xDeepFM 0.8086 0.4456 0.7405 0.5940 0.9792 0.1889 0.9480 0.2889 -0.18%  +0.0122
Ensemble Autolnt+ 0.8088 0.4456 0.7406 0.5939 0.9786 0.1890 0.9501 0.2813 -0.13%  +0.0103
AFN+ 0.8095 0.4447 0.7404 0.5945 0.9791 0.1824 0.9509 0.2583 -0.08%  +0.0028
NON 0.8096 0.4446 0.7390 0.5956 0.9792 0.1813 0.9505 0.2625 -0.13%  +0.0038
TFNet 0.8092 0.4449 0.7397 0.5948 0.9787 0.1942 0.9493 0.2714 -0.16%  +0.0091
FED 0.8087 0.4458 0.7406 0.5942 0.9797 0.1802 0.9510 0.2576 -0.08%  +0.0022
DCN-V2 0.8098 0.4443 0.7411 0.5935 0.9802 0.1783 0.9516 0.2527 - -
Our FMpRNet—vee | 0.8115%%  0.4428** | 0.7438**  0.5914** | 0.9816**  0.1653* | 0.9635** 0.2365** | 0.49%  -0.0082
Models FMpRNet 0.8120**  0.4424** | 0.7445**  0.5909** | 0.9830** 0.1607** | 0.9679** 0.2278* | 0.68% -0.0118
8000 T 1200
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Figure 4: Efficiency comparisons of different algorithms in terms of Model Size and Run Time on the Criteo dataset. We only
consider the parameters above the embedding layer (including LR part). We conduct experiments with one TITAN V GPU.

5.2 Overall Comparison

5.2.1 Effectiveness Comparison. Table 3 summarizes the effective-
ness of FRNet and all compared methods on the four datasets. Al-
though FM has the worst performance, FMprner and FMprNet—Vec
statistically significantly outperform all compared methods. Specifi-
cally, FMprNer outperforms FM by 1.15%, 1.86%, 1.26% and 3.07% in
terms of AUC (1.99%, 2.36%, 16.91% and 20.23% in terms of Logloss)
on four datasets, respectively, which demonstrates that learning
context-aware feature representations is effective in CTR prediction.
Meanwhile, the averaged performance boost (Asuc and Apggioss)
indicate the most strong generalization ability of FMpgrne; and
FMFERNet—vec On four datasets. In addition, FMprne; achieves bet-
ter performance than FMpRNer—Vec, Which confirms that refining
feature representations at bit-level is more effective. Most impor-
tantly, Table 3 indicates that learning context-aware feature repre-
sentations by FRNet is more effective than other feature interaction
techniques, e.g., the ones in xDeepFM, NON, and DCN-V2.

5.2.2  Efficiency Comparison. We compare the model size and run
time of different methods in Figure 4. Generally, FM-based meth-
ods have fewer parameters than high-order or ensemble methods.
Specifically, FMprNer only increases 104K learning parameters
over FM. As a comparison, DIFM and xDeepFM increase 266K and

483K learning parameters over FM, respectively. Meanwhile, they
are relatively time-consuming, as they consist of complicated struc-
tures, e.g., Dual-FEN and CIN. We also observe from Figure 4 that
FMFRNer is comparable to IFM and DCN, and has fewer model
parameters and is more efficient than all other baseline methods.
Notably, compared with the best-performing baseline DCN-V2,
FMFpRNer has fewer model parameters, faster training speed and
better performance.

5.3 Compatibility Analysis

To confirm the compatibility of FRNet, we apply FRNet in seven CTR
prediction methods. Meanwhile, we compare FRNet with additional
four modules proposed by recent works which assign different
weights to the original feature representations, such as SENET [14],
EGate [13], FEN [39], and Dual-FEN [21]. Same as FRNet, we place
the above modules after the embedding layer as mentioned in sec-
tion 3. In FiBINET [14], we replace its SENET with other modules
to refine the features. Table 4 shows their performance, and we
can make the following conclusions: (1) Learning context-aware
feature representations is vital for improving the performance of CTR
prediction. Compared with base models, the average improvements
(Avg. Imp) of FRNet are 0.68% and 0.80% in terms of AUC (1.15% and



Table 4: Compatibility comparison between FRNet and other four modules over SOTA CTR prediction methods.

Datasets Modules BASE SENET (FiBiNET) | EGate (GateNet) FEN (IFM) Dual-FEN (DIFM) FRNet (Ours)
Models AUC Logloss | AUC  Logloss | AUC Logloss | AUC Logloss | AUC Logloss | AUC  Logloss
M 0.8028  0.4514 | 0.8073 0.4467 0.8058  0.4482 | 0.8066  0.4470 | 0.8085 0.4457 0.8120 0.4424
AFM 0.7999  0.4535 | 0.8048 0.4486 0.7925  0.4601 | 0.7951  0.4576 | 0.7924 0.4600 0.8116 0.4427
NFM 0.8057  0.4483 | 0.8063 0.4476 0.8060  0.4479 | 0.8063  0.4474 | 0.8080 0.4461 0.8120 0.4425
Criteo DeepFM | 0.8084  0.4458 | 0.8089 0.4453 0.8085  0.4457 | 0.8085  0.4459 | 0.8094 0.4448 0.8118 0.4426
xDeepFM | 0.8086  0.4456 | 0.8093 0.4451 0.8100  0.4442 | 0.8087  0.4455 | 0.8101 0.4443 0.8110 0.4434
IPNN 0.8088  0.4454 | 0.8100 0.4442 0.8104  0.4438 | 0.8102  0.4441 | 0.8094 0.4450 0.8115 0.4428
FiBiNET | 0.8093  0.4450 | 0.8093 0.4450 0.8102  0.4440 | 0.8102 0.4439 | 0.8104 0.4436 0.8119 0.4425
Avg. Imp - - 0.22% 0.40% 0.00% 0.04% 0.04% 0.12% 0.08% 0.18% 0.68% 1.15%
M 0.9708  0.1934 | 0.9764 0.1863 0.9515 0.3134 | 0.9765 0.1896 | 0.9788 0.1860 0.9830 0.1607
AFM 0.9606  0.2483 | 0.9620 0.2453 0.9477  0.2733 | 0.9487  0.2704 | 0.9698 0.2417 0.9803 0.1831
NFM 0.9746  0.1915 | 0.9787 0.1794 09754  0.1860 | 0.9774 0.1778 | 0.9785 0.1758 0.9822 0.1620
Frappe DeepFM | 0.9789  0.1770 | 0.9813 0.1642 0.9808  0.1682 | 0.9817 0.1625 | 0.9796 0.1727 0.9836 0.1594
xDeepFM | 0.9792  0.1889 | 0.9817 0.1629 0.9805 0.1694 | 0.9814 0.1679 | 0.9807 0.1715 0.9824 0.1653
IPNN 0.9791  0.1759 | 0.9812 0.1639 0.9805 0.1667 | 0.9815 0.1634 | 0.9809 0.1650 0.9828 0.1597
FiBiNET | 0.9787 0.1867 | 0.9787 0.1867 0.9803  0.1674 | 0.9798 0.1736 | 0.9805 0.1648 0.9821 0.1635
Avg. Imp - - 0.27% 8.64% -0.37% -231% | 0.07% 7.84% 0.40% 9.32% 0.80% 17.43%
0812 R 0C o Logloss | V42 o812 daa2 change one hyper-parameter and keep the other one fixed in each
0.8120 o 0.4430 0.8120 0.4430 .
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a shallow MLP is strong enough to encode contextual information

Figure 5: Impact of hyper-parameters on Criteo. from each instance.
Attention Size. As shown in Figure 5 (b) and Figure 6 (b), the best
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Figure 6: Impact of hyper-parameters on Frappe.

17.43% in terms of Logloss) on Criteo and Frappe, which demon-
strates the high effectiveness and compatibility of FRNet. (2) FRNet
significantly outperforms the other four modules when applied to base
models. FRNet is the only module that can enhance the performance
of all seven base models. In contrast, the other four modules may
reduce the performance of CTR prediction in some of the datasets or
base models. For instance, Applying EGate in FM and AFM achieves
poor performance on the Frappe dataset. These phenomena indi-
cate that these model-specific feature refinement modules are with
limited compatibility. On the contrary, FRNet has strong compati-
bility and can be applied in a wide range of CTR prediction models
to enhance their performance.

5.4 Hyper-parameter Study

We analyze the impact of hyper-parameters in FRNet, including
the number of hidden layers in MLP, the attention size dj. of the
Self-Attention. For the sake of convenience, we change the hyper-
parameters in IEUg and IEUy, simultaneously. Note that we only

and Frappe are exactly 10 and 20. It may be a good trick to set the
attention size to be the same as the embedding dimension.

5.5 Ablation Study

Here, we conduct experiments on Criteo and Frappe to prove that
each component or design in FRNet plays an essential role in im-
proving the performance of CTR prediction. As shown in Table 5,
we use the equations to describe how to compute E, base on E by
removing or replacing one of the components in FRNet. Especially,
variant #4 denotes that we only use a self-attention unit in IEUg
and IEUyy . From Table 5, we can make the following conclusions:

(1) Learning context-aware feature representations is reasonable.
It can be proved that all variants of the FRNet successfully improve
the performance of FM on these two datasets;

(2) Cross-feature relationships and contextual information are es-
sential. With cross-feature relationships, variant #2 outperforms
#1. Meanwhile, #13 outperforms #4, and #3 outperforms #2, respec-
tively, which shows the effectiveness of contextual information
within different instances;

(3) Assigning weights to original features is valid. In #5, we remove
IEUyy and then directly add E and Eg. We can find that #10 and
#11 outperform #5, where the learned weights matrix Wy, or Wy
successfully selects important information from E. In addition, #6
and #7 outperform #1, from which we can draw the same conclusion;
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Figure 7: Visualization of context-aware feature representations for 10 features in same field. We randomly choose 1000 in-
stances for each feature. Hence, each feature has an original representation and 1,000 context-aware feature representations.

(4) Learning bit-level weights is more effective than learning vector-
level weights. The variants learning bit-level weights (#7, #9, #11,
#13) consistently outperform those corresponding variants learning
vector-level weights (#6, #8, #10, #12) respectively, which verifies
that learning more fine-grained weights for selecting information
is more effective. Intuitively, each element of one feature represen-
tation has a specific semantic meaning, so we should give them
different weights instead of treating them equally;

(5) Complementary Features are crucial. Variants #6 and #7 only
learn feature representations from the original feature represen-
tations. After adding Eg4, #10 and #11 outperforms #6 and #7 re-
spectively. Furthermore, we observe that #12 and #13 outperform
#10 and #11, as we assign weights 1 — 6(Wy,) to Eg4, which verifies
that assigning weights to complementary features is reasonable. In
summary, it is reasonable that the CSGate integrates E and Eg with
Wy, As a comparison, we adopt the idea of Residual Network [9]
in variants #8 and #9 (i.e, adding original representations E), which
is also used in DIFM [21]. However, the performance of #8 and
#9 are worse than #6 and #7. The reason is that residual network
aims to add the original feature representations to the final feature
representations, which might not be enough for CTR prediction.

5.6 Visualization of Feature Representations

5.6.1 Visualization Analysis. To better understand the effective-
ness of context-aware feature representations, we first randomly
select 10 features from the same field and choose 1,000 instances
for each feature from Criteo. Then, we learn the 1,000 feature repre-
sentations by: (a) EGate, (b) DIFM, (c) Variant#6, (d) FRNet-Vec and
(e) FRNet. Finally, we visualizes their feature representations with
t-SNE [29] in Figure 7. Each color in Figure 7 represents the origi-
nal representation of one feature (denoted by the largest symbols,
e.g., dots, squares, etc.) and 1,000 different context-aware feature

Table 5: Ablation study of FRNet. E, E; and E, denote the orig-
inal, complementary and context-aware feature representa-
tions respectively. W, and W, denote bit-level and vector-
level weights. Oy is the output of self-attention unit.

Comment/Equation Datasets Criteo Frappe
Variant ~ AUC  Logloss AUC  Logloss
FM (E; = E) #1 0.8028 0.4514 0.9708 0.1934
Er = Oyec #2 0.8056  0.4483 09717  0.1912
Er =Eg #3 0.8071  0.4470 0.9744 0.1897
Removing CIE #4 0.8073 0.4468 0.9754 0.1878
Er=E+Eg #5 0.8090  0.4452 0.9778 0.1821
E; =E0 o(Wy) #6 0.8110  0.4443 0.9793 0.1713
E; =E0© o(Wp) #7 0.8113  0.4437 0.9797 0.1697
E;=E0o(Wy)+E #8 0.8093 0.4452 0.9791 0.1739
E;=E0®o(Wy)+E #9 0.8098  0.4449 0.9794 0.1726
Er=E0ad(Wy) +Eg #10 0.8110  0.4433 0.9798 0.1696
Er =E0 g(Wy) +Eg #11 0.8114  0.4430 0.9804 0.1689
FRNet-Vec #12 0.8115  0.4428 0.9816 0.1653
FRNet #13 0.8120 0.4424 0.9830 0.1607

representations in different instances (denoted by smaller sym-
bols). Variant #6 is defined in Section 5.5, which learns vector-level
weights for E by IEUyy, . Note that we compress the size of feature
representations to 2 in this part for the sake of visualization. As
shown in Figure 7, each feature can learn 1,000 different context-
aware feature representations in different instances except EGate, as
EGate only produces the fixed feature representations in a specific
transformed feature space, where the original feature are mapped
to its learned feature (as the two arrows show). From Figure 7, we
have the following observations:

(1) In DIFM, the learned context-aware feature representations
among different features are mixed. In contrast, feature represen-
tations learned by Variant#6, FRNet-Vec, and FRNet can be clearly
distinguished.



(2) DIFM and Variant #6 only learn vector-level weights to the
fixed original feature representations, so that their refined feature
representations should have strictly linear relationships to their
original feature representations in high-dimensional feature space.
As shown in Figure 7 (b) and (c), the linear relationships are ex-
pressed as the continuous curves in the visualization space. How-
ever, compared with DIFM, variant #6 can learn better context-
aware feature representations because feature representations are
not blended together. Since variant #6 use IEU to integrate cross-
feature relationships and contextual information, this phenomenon
confirms that IEU can better distinguish different features.

(3) FRNet-Vec and FRNet learn nonlinear context-aware features
representation for the same feature. FRNet-Vec learns vector-level
weights, but after combining with complementary feature repre-
sentations, the feature representations exhibit strong nonlinear
relationship to the original feature representations and the context-
aware feature representations for the same feature form a cluster
rather than a curve. Different from FRNet-Vec, FRNet simultane-
ously learns the bit-level weights and complementary features,
which further enhances the nonlinearity and the refined feature
representations for the same feature form a more diverse cluster.
Intuitively, FRNet can learn more different and expressive repre-
sentations for the same feature under different contexts.

5.6.2 Quantitative Analysis. To quantify how the feature represen-
tations influence the performance, we calculate the AUCs of CTR
prediction based on the feature representations in Figure 7 (a) - (e)
and present the results in Figure 7 (f). DIFM outperforms FM and
EGate in most subsets; Variant #6, FRNet-Vec, and FRNet outper-
form FM and EGate in all subsets, as FM and EGate only produce
fixed feature representation for each feature in different instances.
In addition, FRNet learns the most diverse nonlinear context-aware
feature representations and achieves the best results than other
methods, which further confirms the effectiveness of our method.

5.7 Visualization of IEU

We design IEU to enable self-attention to incorporate contextual
information within different instances. To better understand the
effectiveness of IEU, we choose two instances from Criteo with
38 identical features and only one different feature (Feature 0). In
the test phase, we input them to FMfpgne;, and record the output
features of IEU and its two components: Self-attention and CIE.

Figure 8 shows the heatmaps of the features from the three units.
As shown in Figure 8 (a), self-attention learns almost identical rep-
resentations for the same features when the two instances are only
with one different feature. Since self-attention only focuses on pair-
wise feature interactions in a given instance, it neglects the various
contextual information among different instances. In Figure 8 (b),
we can see that the two contextual information vectors learned
by CIE are with significant differences, which demonstrates that
even one different feature can have a significant impact on the two
contextual information. Furthermore, IEU integrates the outputs
of self-attention and CIE. As shown in Figure 8 (c), for the same
feature in the two instances, their representations are significantly
different. Furthermore, FRNet utilizes two IEUs, which ensures that
it can generate flexible context-aware feature representations for
the same feature in different instances.
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Figure 8: Heatmap of features learned by IEU and its com-
plements: Self-attention and CIE.
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Figure 9: Distribution of bit-level weights in 100K instances.

5.8 Distribution of Bit-level Weights

Here, we randomly sample 100k instances from the Criteo dataset.
We first compute the bit-level weights o(W;,) € R32%10 and comple-
mentary feature weights 1 — (W;,). Then we show the distribution
of learned weights (totally 39,000,000 values) in Figure 9.

We observe that the two distributions follow the normal distribu-
tion by observing the histogram and the Kernel Density Estimation
(KDE) curve. The values of (W) mean the importance of the
original feature representations. On average, the original feature
representations are selected by 57.8%, and the complementary fea-
ture representations are selected by 42.2%. Complementary feature
representations boost the performance of FRNet is proved in the
ablation study (section 5.5). This experiment confirms that comple-
mentary features are helpful to CTR prediction to a large extent.

6 CONCLUSION

In this paper, we propose a novel module named FRNet, which
can learn context-aware feature representations and be used in
most CTR prediction models to enhance their performance. In FR-
Net, we design IEU to integrate contextual information and cross-
feature relationships, enabling self-attention to incorporate contex-
tual information within each instance. We also design the CSGate
to integrate the original and complementary features representa-
tions with learned bit-level weights. Detailed ablation study shows
that each design of FRNet contributes to the overall performance.
Furthermore, comprehensive experiments verify the effectiveness,
efficiency, and compatibility of our proposed method.
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